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ABSTRACT
This project focuses on classifying motor imagery (MI) movements using a iy " Training & Validation Accuracy
transformer-based model within a Brain-Computer Interface (BCI) system, 1.8CI Competltlon lll Dataset llla . T~ Training Accuracy
enabling machine control through human brain signals. EEG data were EEG data with 60 channels for 4 motor imagery tasks (Left Hand, e (G NG PETNY '
recorded while subjects performed visual tasks, and signals were segmented Right Hand, Foot, Tongue). it fﬂ -
into Zero Time Windows (ZTW) using task-related timing markers. Variational o ’:'
Mode Decomposition (VMD) was applied to extract relevant frequency bands 2 MATLAB ks B \ 2 [\
linked to motor and cognitive functions. These decomposed signals were then For data extraction and preprocessing from the BCI dataset £ . f\ / \ /\ (
converted to the time-frequency domain using Short-Time Fourier Transform ' z { \ : 4 r A [ &
(STFT). The resulting features were input into a transformer model for MI 3 & ,,r' \x Yoot % [ )
classification. The hybrid deep learning approach outperformed traditional 3.Python g o2 ._\", /] — ', .
methods, showcasing the transformer model's superior capability in EEG-based For implementing VMD, STFT, and transformer-based , . \ |
BCI applications. classification. ot N \ | \ -
0.22 : \\i ‘h‘-\ »"'/,
INTRODUCTION BENEFITS : "\/
This project focuses on classifying motor imagery (MI) signals from EEG data . . R e * e 0 . * i M2 2
using a transformer-based deep learning model for Brain-Computer Interface ' High accuracy — Transformer model improves M| CIaSS|f'C_at'0n' Fi 4-Traini i fT f del
(BCI) applications. Due to the non-linear and noisy nature of EEG signals, * Better features — VMD and STFT enhance feature extraction. lgure 4 Training accuracy of franstormer mode
* Noise reduction — Cleaner signals using ZTW and VMD. CONCLUSION

traditional methods struggle with accurate classification. The approach involves

segmenting clean EEG data using Zero-Time Windows (ZTW) and applying » Efficient processing — Simplifies complex EEG analysis.

This project successfully demonstrated the classification of motor imagery (Ml) tasks

Short-Time Fourier Transform (STFT) and Variational Mode Decomposition . Real-time use — Suitable for BCI and assistive tech applications.
(VMD) for effective feature extraction. The transformer model enhances from EEG signals using a transformer-based deep learning model. Preprocessing
classification accuracy and holds strong potential for use in neurorehabilitation with Zero-Time Windowing, VMD, and STFT enabled effective extraction of time-
and assistive technologies. RESULTS frequency features. The Vision Transformer (ViT) model enhanced classification
accuracy by capturing spatial-temporal patterns in the EEG data. The approach

outperformed traditional methods, proving to be robust and efficient for BCI
applications. Overall, the project showcases strong potential for real-time use in
neurorehabilitation and assistive technologies.

el “FEEEEFE E
Mf“b J\* mﬁ M NN IA . "'l'{llwl"’lfll]ll' . - - - - - . | REFEREI\.ICES
, I F F F F F F

Amnpiitucie

1 K. Makkar, A. Bisen, and E. ljmtst, “Eeg signal processing and feature
extraction,” International Journal for Modern Trends in Science and

e . ‘ Technology,
Figure 1: EEG Signal Figure 2: VMD output 2 8. Akuthota, K. Rajkumar, and R. Janapati, “Artifact removal and motor
' imagery classification in eeg using advanced algorithms and modified dnn,”

Heliyon, vol. 10, no. 7, April 2024.
METHODOLOGY = i :
; 3 P. Pandey and K. Seeja, “Subject independent emotion recognition from
 owacouton o s romoans s carorir [ !l =| =I i | coshamimcmieann o ik sotmaty
tasks.
*  Extraction: Data extracted using MATLAB.
*  Storage: Saved in Excel for processing. I I I l I
*  Segmentation: Applied Zero-Time Windowing
*  Decomposition: Used VMD to extract frequency modes.
*  Transformation: Applied STFT for time-frequency analysis. l I | I |
*  Classification: Used Vision Transformer (ViT) for Ml task

classification.
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Figure 3:STFT output



